
APPENDIX B 
CASE STUDIES 

Throughout the early stages of the life cycle, as part of the system engineering pro- 
cess, there are a number of applications of different tools that can facilitate the con- 
ductance of trade-off studies. Of particular interest here are some of the tools that ad- 
dress the downstream aspects of system support but can be effectively utilized earlier. 
In Figure B.1, seven abbreviated examples have been selected to illustrate the uti- 
lization of analytical methods in the engineering decision-making process. 

B.l 
ANALYSIS (FMECA) 

FAILURE MODE, EFFECTS, AND CRITICALITY 

B.l .I  Definition of the Problem 

Company ABC, a manufacturer of gaskets for automobiles, was experiencing prob- 
lems related to declining productivity and increased product costs. At the same time, 
competition was increasing and the company was losing its share of the market. As 
a result, the company decided to implement a continuous process iinproveinent pro- 
grunt with the objective of identifying potential problem arcas and their impact and 
criticality on both internal company operations and the product being delivered to 
the customer. To aid in facilitating this objective, the company's manufacturing 
operations were evaluated using the failure mode. effects, and criticality analysis 
(FMECA) . 

'Case studies B.1, B.2, and B.3 were taken in part from B. S. Bianchard, D. Venna, and E. L. Peterson. 
Maintainabilit!: A K q  to L?fective SenGceahility and Muintencmce Mancrgumrnt, (New York: John Wiley 
& Sons. Inc., 1995). 
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404 CASE STUDIES 

2 Fault-Tree Analysis (FTA) 

ialysis Tools Description of Application 

1 Failure Mode, Effects, and Identification of potential product and/or 
Criticality Analysis (FMECA) process failures, the expected modes of 

failure and “causes,” failure effects and 
mechanisms, anticipated frequency, crit- 
icality, and the steps required for com- 
pensation (i.e., the requirement for rede- 
sign and/or the accomplishment of 
preventive maintenance). An Ishikawa 
“cause-and-effect” diagram may be 
used to facilitate the identification of 
“causes,” and a Pareto analysis may 
help in identifying those areas requiring 
immediate attention. 

A deductive approach involving the graphi- 
cal enumeration and analysis of differ- 
ent ways in which a particular system 
failure can occur, and the probability of 
its occurrence. A separate fault tree may 
be developed for every critical failure 
mode, or undesired top-level event. At- 
tention is focused on this top-level 
event and the first-tier causes associated 
with it. Each of these causes is next in- 
vestigated for its causes, and so on. The 
FTA is narrower in focus than the 
FMECA and does not require as much 
input data. 

Evaluation of the systedprocess, in terms 
of the life cycle, to determine the best 
overall program for preventive (sched- 
uled) maintenance. Emphasis is on the 
establishment of a cost-effective preven- 
tive maintenance program based on re- 
liability information derived from the 
FMECA; that is, failure modes, effects, 
frequency, criticality, and compensation 
through preventive maintenance. 

Evaluation of those maintenance functions 
that are to be allocated to the human. 
Identification of maintenance functions/ 
tasks in terms of task times and se- 
quences, personnel quantities and skill 
levels, and supporting resources require- 
ments (i.e., spareshepair parts and asso- 
ciated inventories, tools and test equip- 
ment, facilities, transportation and han- 

3 Reliability-Centered Maintenance (RCM) 

4 Maintenance Task Analysis (MTA) 

Figure B.l Design analysis methods (case study applications) 
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Analysis Tools Description of Application 

dling requirements, technical data, train- 
ing, and computer software). Identifica- 
tion of high resource-consumption 

B.5 Level-of-Repair Analysis (LORA) 

8.6 Design Evaluation of Alternatives 

B.7 Life-Cycle Cost Analysis (LCCA) 
Refer to Appendix C 

areas. 

terms of levels of repair; that is, should 
a component be repaired in the event of 
a failure or discarded and, given the “re- 
pair” option, should the repair be accom- 
plished at the intermediate level of main- 
tenance, at the supplier’s factory, or at 
some other level? Decision factors in- 
clude economic, technical, social, envi- 
ronmental, and political considerations. 
The emphasis here is based on life- 
cycle cost factors. 

Evaluation of alternative design configura- 
tions using multiple criteria. Weighting 
factors are established to specify levels 
of importance. 

Determination of the systerdproductlpro- 
cess life-cycle cost (design and develop- 
ment, production and/or construction, 
system utilization, maintenance and sup- 
port, and retirement/disposal costs); 
high-cost contributors; cause-and-effect 
relationships; potential areas of risk; 
and identification of areas for improve- 
ment (i.e., cost reduction). 

Evaluation of maintenance policies in 

Figure B.l (Continued) 

B.1.2 The Analysis Process 

An initial step included the identification of the major functions performed in the 
overall gasket manufacturing process by completing a functional flow diagram in ac- 
cordance with the procedures described in Section 2.7 (Chapter 2). In this instance. 
there were 13 major functions that were subject to evaluation. For each function, re- 
quired input factors and expected outputs were identified, along with the appropriate 
metrics. This led to the initial selection of 1 of the 13 functions, based on a percep- 
tion by company personnel as to the area causing the most problems. Given this se- 
lection, the sequence of steps conveyed in Figure B.2 was followed in completing an 
FMECA of the selected function. 

Figure B.3 represents the function, or portion of the overall manufacturing pro- 
cess, that was selected for evaluation. Note that although the emphasis is on the man- 
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ufacturing process and its impact on the gasket, one must also consider the impact of 
a faulty gasket on the automobile. Thus, the FMECA needs to address both the pro- 
cess and the product. 

As shown in Figure B.2, the approach selected for conducting the FMECA was in 
accordance with the practices followed in the automotive industry.* This included the 
following: 

1. Identifying the different failure modes; that is, the manner in which a system 
element fails to accomplish its function. 

2. Determining the cause(s) of failure; that is, the factor(s) responsible for the oc- 
currence of each failure. An Ishikawa cause-and-effect, or jhhbone, diagram, 
as illustrated in Figure B.4, was utilized to help establish the relationships be- 
tween failures and their possible c a u s e ~ . ~  

3.  Determining the effects of failure; that is, the effects on subsequent functions/ 
processes, on the next higher-level functional entity, and on the overall system. 

4. Identifying failure detection means; that is, the current controls, design fea- 
tures, or verification procedures that will result in the detection of potential 
failure modes. 

5. Determining the severity of a failure mode: that is, the seriousness of the effect 
or impact of a particular failure mode. The degree of severity was converted 
quantitatively on a scale of 1 to 10, with minor effects being 1, low effects 
being 2 to 3, moderate effects being 4 to 6, high effects being 7 to 8, and very 
high effects being 9 to 10. The level of severity was related to issues pertaining 
to safety and the degree of customer dissatisfaction. 

6. Determining the frequency of occurrence; that is, the frequency of occurrence of 
each individual failure mode or the probability of failure. A scale of 1 to 10 was 
applied with remote (failure is unlikely) being 1, low (relatively few failures) 
being 2 to 3, moderate (occasional failures) being 4 to 6, high (repeated failures) 
being 7 to 8, and very high (failure is almost inevitable) being 9 to 10. These rat- 
ing factors were based on the number of failures per segment of operating time. 

7. Determining the probability that a failure will be detected; that is, the proba- 
bility that the design featureshids and/or verification procedures will detect 
potential failure modes in time to prevent a system-level failure. For a process 
application, this refers to the probability that a set of process controls currently 
in place will be in a position to detect and isolate a failure before it is trans- 
ferred to the subsequent processes or to the ultimate product output. This prob- 
ability is once again rated on a scale of 1 to 10, with very high being 1 to 2, high 

?Three references were used, including ( I )  Potential Failure Mode and Effects Analysis; Instruction Man- 
ual. Ford Motor Company, 1988; (2) Failure Mode and Effects Analysis. Instruction Manual, Saturn Qual- 
ity System. Saturn Corporation, 1990; and (3) Potential Failure Mode and Effects Analysis (FMEA), Ref- 
erence Manual FMEA- I ,  developed by FMEA teams at Ford Motor Company, General Motors, Chrysler. 
Goodyear, Bosch, and Kelsey-Hayes, under the auspices of the American Society of Quality Control 
(ASQC). 
ZK. Ishikawa, Intruducrion to qua lit)^ Control (London: Chapman and Hall, 1991). 
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Figure B.2 General approach to conducting a FMECA. 

being 3 to 4, moderate being 5 to 6, low being 7 to 8, very low being 9, and ah- 
solute certainty ofnondetection being 10. 

8. Analyzing failure mode criticality; that is, a function of severity (item 5) ,  the 
frequency of occurrence of a failure mode (item 6), and the probability that it 
will be detected in time to preclude its impact at the system level (item 7). This 
resulted in the determination of the risk priority number (RPN) as a metric for 
evaluation. RPN can be expressed as: 

RPN = (severity rating)(frequency rating)(probahility of detection rating) (B. 1)  
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Figure 8.3 Design and process FMECA focus and scope. 

The RPN reflects failure-mode criticality. On inspection, one can see that a fail- 
ure mode with a high frequency of occurrence. with significant impact on sys- 
tem performance, and that is difficult to detect is likely to have a very high RPN. 

9. Identifying critical areas and recommending modifications for improvement; 
that is, the iterative process of identifying areas with high RPNs, evaluating 
the causes, and initiating recommendations for process/product improvement. 

Figure B.5 shows a partial example of the format used for recording the results of 
the FMECA. The information was derived from the functional flow diagram and ex- 
panded to include the results from the steps presented in Figure B.2. Figure B.6 lists 
the resulting RPNs in order of priority (relative to requiring attention), and Figure B.7 
presents the results in the form of a Pareto analysis. 

B.1.3 The Analysis Results 
After having completed the FMECA on the function identified in Figure B.3, Com- 
pany ABC proceeded to evaluate each of its other 12 major functions/processes in a 
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Requirements 

\ 

Procedures 

Operating 

similar manner, utilizing a team approach. The activity was very beneficial overall, 
the individuals participating in the effort learned more about their own activities, and 
numerous changes were initiated for purposes of improvement. 

8.2 FAULT-TREE ANALYSIS (FTA) 

B.2.1 Definition of the Problem 

During the very early stages of the system design process, and in the absence of the 
information required to complete a FMECA (discussed in Section B. I ) ,  a fault-tree 
analysis (FTA) was conducted to gain insight into critical aspects of system design. 
A fault-tree analysis is a deductive approach involving the graphical enumeration and 
analysis of the different ways in which a particular system failure can occur and the 
probability of its occurrence. A separate fault tree is developed for every critical fail- 
ure mode or undesired top-level event. The emphasis is on this top-level event and the 
first-tier causes associated with it. Each of these causes is next investigated for i ts 
causes, and so on. This top-down hierarchy, illustrated in Figure B.8, and the associ- 
ated probabilities, is called afault tree. Figure B.9 presents some of the symbology 
used in the development of such a structure. 
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Figure 8.5 Sample FMECA worksheet. 
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Figure B.6 Risk priority numbers (RPNs). 

B.2.2 The Analysis Process 
One of the outputs from an FTA i s  the probability of occurrence of the top-level event 
or failure. If the probability factor is unacceptable, the causal hierarchy developed pro- 
vides engineers with insight into aspects of the system to which redesign efforts may 
be directed or for which compensatory provisions may be provided. The logic used 
in developing and analyzing a fault tree has its foundations in Boolean algebra. Ax- 
ioms from Boolean algebra are used to collapse the initial version of the fault tree to 
an equivalent reduced tree with the objective of deriving minimum cut sets. Minimum 
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Figure 8.7 Partial Pareto analysis. 

Top-Level Event 5? 

Figure 8.8 An illustrative fault tree. 
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Fault Tree 
Symbol Discussion 

The ellipse represents the top-level event. Obviously, the ellipse 
always appears at the very top of a fault tree. 

The rectangle represents an intermediate fault euent. A rectangle 
can appear anywhere in a tree except at the lowest level in the 
hierarchy. 

A circle represents the lowest-level failure event, also called a basic 
euent. Basic events are likely to appear at the lowest level in a 
fault tree. 

The diamond represents an undeueloped euent. Undeveloped events 
could be further broken down, but are not for the sake of simplicity. 
Very often, complex undeveloped events are analyzed through a 
separate fault tree. Underdeveloped events appear at the lowest 
level in a fault tree. 

This symbol, sometimes called the house, represents an input event. 
An input event refers to a signal or input that could cause a system 
failure. 

This symbol represents the AND logicgate. In this case the output 
is realize only after all the associated inputs have been received. 

This symbol represents the O R  logicgate. In this case any one or 
more of the inputs need to be received for the output to be realized. 

This symbol represents the ORDEREDAND logicgate. In this case, 
the output is realized only after all the associated inputs have been 
received in a particular predetermined order. 

This symbol represents the EXCLUSIVE O R  logicgate. In this case, 
one and only one of the associated inputs needs to be received for 

the input to be realized. 

Figure B.9 Fault-tree constructive symbology. 

cut sets are unique combinations of basic failure events that can cause the undesired 
top-level event to occur. These minimum cut sets are necessary to evaluate a fault tree 
from a qualitative and quantitative perspective. The basic steps in conducting an FTA 
are as follows: 

1. Identify the top-level event. It is essential that the analyst be quite specific in 
defining this event. For example, it may be delineated as the “system catches 
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fire,” rather than the “system fails.” Further, the top-level event should be clearly 
observable and unambiguously definable and measurable. A generic and non- 
specific definition is likely to result in a broad-based fault tree with a scope that 
is too wide and lacking in focus. 

2. Develop the fault tree. Once the top-level event has been satisfactorily defined, 
the next step is to construct the initial causal hierarchy in the form of a fault 
tree. Once again, a technique such as Tshikawa’s cause-and-effect diagram can 
be beneficial (refer to Figure B.4). In developing the fault tree, all hidden fail- 
ures niust be considered and incorporated. 

For the sake of consistency and communication, a standard symbology to 
develop the fault tree is recommended. Figure B.9 depicts and defines the 
symbology to comprehensively represent the causal hierarchy and intercon- 
nects associated with a particular top-level event. In Figure B.8, the symbols 
OR1 and OR2 represent the two OR logic gates, “and 1” through “and 8” rep- 
resent eight AND logic gates, 1-1 through 1-8 represent eight intermediate 
fault events, bl  through b5 represent five basic events, and u l  and u2 repre- 
sent two undeveloped failure events. In constructing a fault tree, it is impor- 
tant to break every branch down to a reasonable and consistent level of detail. 

3.  Analyze the fault tree. The third step in conducting the FTA is to analyze the 
initial fault tree developed. A comprehensive analysis of a fault tree involves 
both a quantitative and a qualitative perspective. The important steps in com- 
pleting the analysis of a fault tree are as follows: 
(a) Delineate the rnii7~~zu~n cut sets. As part of the analysis process, the mini- 

mum cut sets in the initial fault tree are first delineated. These are neces- 
sary to evaluate a fault tree from a qualitative andlor q~ant~tative perspec- 
tive. The objective of this step is to reduce the initial tree to a simpler 
equivalent reduced fault tree. The mininium cut sets can be derived using 
two different approaches. The first approach involves a graphical analysis 
of the initial tree, an enumeration of all the cut sets, and the subsequent de- 
lineation of the minimal cut sets. The second approach, on the other hand, 
involves translating the graphical fault tree into an equivalent Boolean ex- 
pression. This Boolean expression is then reduced to a simpler equivalent 
expression by eliminating all the redundancies. For example, the fault tree 
depicted in Figure B.8 can be translated into a simpler and equivalent fault 
tree, through Boolean reduction, as depicted in Figure B. 10. 

(b) Determine fhe r e l i a b ~ ~ ~ ~  of the top-level event. This is accomplished by 
first determining the probabilities of all relevant input events. and the suh- 
sequent consolidation of these probabilities in accordance with the under- 
lying logic of the tree. The reliability of the top-level event is computed by 
taking the product of the reliabilities of the individual minimum cut sets. 

(c) Review anatysis output. If the derived top-level probability is unaccept- 
able, necessary redesign or compensation efforts will have to be initiated. 
The development of the fault tree and subsequent delineation of minimum 
cut sets provides engineers and analysts with the kind of foundation needed 
for making sound decisions. 
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Top-Level Event Y 

Figure B.10 A reduced equivalent fault tree (refer to Figure 8.8). 

B.2.3 The Analysis Results 

An FTA can be effectively applied in the early phases of design to specific areas 
where potential problems are suspected. It is narrow in focus and easier to accomplish 
than an FMECA, requiring less input data to complete. For large and complex sys- 
tems, which are highly software-intensive and where there are many interfaces, the 
use of the FTA is often preferred in lieu of the FMECA. The FTA is most beneficial 
if conducted, not in isolation, but as part of an overall system analysis process.4 

8.3 RELIABILITY-CENTERED MAINTENANCE (RCM) 

B.3.1 Definition of the Problem 

ReEiabilit\;-centered maintenance (RCM) is a systematic approach to develop a fo- 
cused, effective, and cost-efficient preventive maintenance program and control plan 
for a system or product. This technique is best initiated during the early system de- 
sign process and evolves as the system is developed, produced, and deployed. How- 
ever, the technique can also be used to evaluate preventive maintenance programs for 
existing systems, with the objective of continuous product/process improvement. 

The RCM technique was developed in the 1960s primarily through the efforts of 
the commercial airline indu~try.~ The approach is through a structured decision tree 
that leads the analyst through a “tailored” logic in order to delineate the most appli- 
cable preventive maintenance tasks (their nature and frequency). The overall process 
involved in implementing the RCM technique is illustrated in Figure B. 1 1. Note that 
the functional analysis and the FMECA are necessary inputs to the RCM, and that 

4Reliability Analysis Center (RAC), Fairlr Tree Analyis  Application Guide (Rome, N Y  Rome Air Devel- 
opment Center. 1990). An excellent “how-to” source for the application of FTA depicting numerous case 
studies. 
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there are trade-offs resulting in a balance between preventive maintenance and the ac- 
complishment of corrective maintenance. Figure B. 12 presents a simplified RCM de- 
cision logic, where system safety is a prime consideration along with performance 
and cost. 

8.3.2 The Analysis Process 

The major steps in accomplishing an RCM analysis include the following: 

I .  Identify the critical system functions and/or components-For example, air- 
plane wings, car engine, printer head, video head, and so on. Criticality in terms of 
this analysis is a function of the failure frequency, the failure effect severity, and the 
probability of detection of the relevant failure modes. The concept of criticality is dis- 
cussed in more detail in Section B. 1. This step is facilitated through outputs from the 
system functional analysis (see Section 2.7) and the failure mode, effects, and criti- 
cality analysis (FMECA). This is also depicted in Figure B. 1 1, Blocks 1 .O to 4.0. 

2 .  Apply the RCM decision logic and preventive maintenance (PM) program de- 
velopment approach. The critical system elements are subjected to the tailored RCM 
decision logic. The objective here is to better understand the nature of failures asso- 
ciated with the critical system functions or components. In each case, and whenever 
feasible, this knowledge is translated into a set of preventive maintenance tasks, or a 
set of redesign requirements. A simplified illustrative RCM decision logic is depicted 
in Figure B. 12. Numerous decision logics, with slight variations to the original MSG- 
3 logic and tailored to better address certain types of systems, have been developed 
and are currently being utilized.6 

These slight variations notwithstanding (as illustrated in Figure B. 12), the first con- 
cern is whether a failure is evideiit or hidden. A failure can become evident through 
the aid of certain color-coded visual gauges and/or alarms. It may also become evi- 
dent if it has a perceptible impact on system operation and performance. On the other 
hand, a failure may not be evident (i.e., hidden) in the absence of an appropriate 

5A maintenance steering group (MSG) was formed in the 1960s that undertook the development of this 
technique. The result was a document entitled 747 Maintenance Steering Group Handbook: Maintenance 
Evaluation and Progrum Dc~,elopmenr (MSG-I ) ,  published in 1968. This effort, focused on a particular 
aircraft, was next generalized and published in 1970 as Airlirze/Manufacturer Maintenance Program Plan- 
t7ing Docummt-MSGZ. The MSG-2 approach was further developed and published in 1978 as Reliabilit), 
Centered Muir7terzunce, Report Number A066-579, prepared by United Airlines. and in  1980 as Air- 
line/Manufiicturer Maintenance Program Planning Document-MSG3. The MSG-3 report has been revised 
and is currently available as Airline/Manirfacturer Maintenance Program Development Document IMSG- 
31, 1993. These reports are available from the Air Transport Association. 
hRCM decision logics, with some variations, have also been proposed in (1) MIL-STD-2173(AS). 
“Reliability-Centered Maintenance Requirements for Naval Aircraft. Weapons Systems, and Support 
Equipment”: (2) AMC-P-750-2, Guide to Reliability-CenreredMaintenance; (3) John Moubray, Reliability- 
Centered Maintenance, 2d ed. (New York: Industrial Press, 1997); and (4) Smith, A. M., Reliability- 
Centered Maintenance, New York, McGraw-Hill, Inc., 1993. 
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Figure B.11 Reliability-centered maintenance analysis process. 

alarm, and even less so if it does not have an immediate or direct impact on system 
performance. For example, a leaking engine gasket is not likely to reflect an imme- 
diate and evident change in an automobile’s operation, but it may in time and, after 
most of the engine oil has leaked, cause engine seizure. In the event that a failure is 
not immediately evident, it may be necessary to either initiate a specific fault-finding 
task as part of the overall PM program or design in an alarm that signals a failure (or 
pending failure). 

The next concern is whether the failure is likely to compromise personal safety or 
system functionality. Queries exist in the decision logic to clarify this and other likely 
impacts of failures. This step in the overall process can be facilitated by the results of 
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Figure 8.12 Simplified RCM decision logic. 

the FMECA (Section B . l ) .  The objective is to better understand the basic nature of 
the failure being studied. Is the failure likely to compromise the system or personnel 
safety? Does it have an operational or economic impact? For example, a failure of an 
aircraft wing may be safety-related, whereas a certain failure in the case of an auto- 
mobile engine may result in increased oil consumption without any operational 
degradation and will therefore have an economic impact. In another case, a failed 
printer head may result in a complete loss of printing capability and may be said to 
have an operational impact, and so on. 

Once the failure has been identified as a certain type, it is then subjected to another 
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set of questions. However, in order to answer this next set of questions adequately, the 
analyst must thoroughly understand the nature of the failure from a physics-offuilure 
perspective. For example, in the event of a crack in an airplane wing, how fast is this 
crack likely to propagate? How long before such a crack causes a functional failure? 

These questions have an underlying objective of delineating a feasible set of com- 
pensatory provisions or preventive maintenance tasks. Is a lubrication or servicing 
task applicable and effective, and, if so, what is the most cost-effective and efficient 
frequency? Will a periodic check help preclude a failure, and at what frequency? Pe- 
riodic inspections or checkouts are likely to be most applicable in situations where a 
failure is unlikely to occur immediately, but is likely to develop at a certain rate over 
a period of time. The frequency of inspections can vary from very infrequently to 
continuously, as in the case of condition monitoring. Some of the more specific 
queries are presented in Figure B. 12. In each case, the analyst must not only respond 
with a “yes” or “no,” but should also give specific reasons for each response. Why 
would lubrication either make, or not make, any difference? Why would periodic in- 
spection be a value-added task? It may be that the component’s wear-out character- 
istics have a predictable trend, in which case inspections at predetermined intervals 
could preclude corrective maintenance. Would it be effective to discard and replace 
certain system elements in order to upgrade the overall inherent reliability? And, if 
so, at what intervals or after how many hours of system operation (e.g., changing the 
engine oil after 3000 miles of driving)? Further, in each case a trade-off study, in 
terms of the benefitkost and overall impact on the system, needs to be accomplished 
to determine the trade-offs between performing a task and not performing it. 

In the event that a set of applicable and effective preventive maintenance require- 
ments are delineated, they are input to the preventive maintenance program develop- 
ment process and subsequently implemented, as shown in Figure B. 1 1, blocks 5.0 to 
7.0. If no feasible and cost-effective provisions or preventive maintenance tasks can 
be identified, a redesign effort may have to be initiated. 

3. Accomplish PM program implementation and evaluation. Very often, the PM 
program initially delineated and implemented is likely to have failed to consider cer- 
tain aspects of the system, delineated a very conservative set of PM tasks, or both. 
Continuous monitoring and evaluation of preventive maintenance tasks along with 
all other (corrective) maintenance actions is imperative in order to realize a cost- 
effective preventive maintenance program. This is depicted in Figure B. 1 1 ,  block 8.0. 
Further, given the continuously improving technology applications in the field of 
condition monitoring, sensing, and measurement, PM tasks need to be reevaluated 
and modified whenever necessary. 

Often, when the RCM technique is conducted in the early phases of the system de- 
sign and development process, decisions are made in the absence of ample data. 
These decisions may have to be verified and modified, whenever justified, as part of 
the overall PM evaluation and continuous improvement program. Age exploration 
studies are often conducted to facilitate this process. Tests are conducted on samples 
of unique system elements or components with the objective of better understanding 
their reliability and wear-out characteristics under actual operating conditions. Such 
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studies can aid the evaluation of applicable PM tasks and help delineate any domi- 
nant failure modes associated with the component being monitored and/or any cor- 
relation between component age and reliability characteristics. If any significant cor- 
relation between age and reliability is noticed and verified, the associated PM tasks 
and their frequency may be modified and adapted for greater effectiveness. In addi- 
tion, redesign efforts may be initiated to account for some, if any, of the dominant 
component failure modes. 

B.3.3 The Analysis Results 

Quite often in the early design process, as system components are being selected, the 
issue of maintenance is ignored altogether. If maintenance is addressed, however, the 
designer may tend to specify components requiring some preventive maintenance 
(usually recommended by the manufacturer). If this is done, the perception is that 
such PM recommendations are based on actual knowledge of the component in terms 
of its physical characteristics, expected modes of failure, and so on. It is also believed 
that the more preventive maintenance required, the better the reliability. In any event, 
there is often a tendency to overspecify the need for PM because of the reliability 
issue, particularly if the component physics-of-failure characteristics are not known 
and the designer assumes a conservative approach, just in case. 

Experience indicates that although the accomplishment of some selective preven- 
tive maintenance is essential, the overspecification of PM activities can actually 
cause a degradation of system reliability and can be quite costly. The objective is to 
specify the correct amount of PM, to the depth required, and at the proper frequency; 
that is, not too much or too little. Further, as systems age, the required amount of PM 
may shift from one level to another. The application of RCM methods on a continu- 
ing basis is highly recommended, particularly in evaluating systems from a life-cycle 
cost perspective. 

8.4 MAINTENANCE TASK ANALYSIS (MTA) 

B.4.1 Definition of the Problem 

Company DEF has been manufacturing Product 12345 for the past few years. The 
costs have been higher than anticipated, and international competition has been in- 
creasing. As a result, company management has decided to conduct an evaluation of 
the overall production capability, identify “high-cost’’ contributors through the ac- 
complishment of a life-cycle cost analysis, and identify possible problem areas where 
improvement can be realized. One area for possible improvement is the manufactur- 
ing test function where frequent failures have occurred during Product 12345 test. By 
reducing maintenance costs, it is likely that one can reduce the overall cost of the 
product and improve the company’s competitive position in the marketplace. With 
the objective of identifying some “specifics,” a detailed maintenance task analysis 
of the manufacturing test function is accomplished. Specific recommendations for 
improvement are being solicited. 
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6.4.2 The Analysis Process 

In response, a detailed maintenance task analysis is performed, using the format in- 
cluded in Appendix E of B. s. Blanchard, Logistics Engineering and Management, 
5th ed. (Upper Saddle River, NJ: Prentice-Hall, 1998). The format, as adapted for the 
purpose of this evaluation, includes the following general steps: 

1. Review of historical information covering the performance of the manufactur- 
ing test capability indicated the frequent loss of power during the final testing of 
Product 12345. From this, a typical “symptom of failure” was identified, and a 
sample logic troubleshooting flow diagram was developed, as shown in Figure B. 13. 

2. The applicable “go/no-go” functions, identified in Figure B. 13, are converted 
to the task analysis format in Figures B.14 and B.15. The functions are analyzed on 
the basis of determining task requirements (task durations, parallel-series relation- 
ships, sequences), personnel quantity and skill-level requirements, spardrepair part 
requirements, test and support equipment requirements, special facility requirements, 
technical data requirements, and so on. The intent in Figure B.14 is to lay out the ap- 
plicable maintenance tasks required, determine the anticipated frequency of occur- 
rence, and identify the logistic support resources that are likely to be necessary for 
the performance of the required maintenance. This information, in turn, can be eval- 
uated on the basis of cost. 

3. Given the preliminary results of the analysis in terms of the layout of expected 
maintenance functions/tasks, the next step is to evaluate the information presented in 
Figures B.14 and B.15 and suggest possible areas where improvement can be made. 

8.4.3 The Analysis Results 

A review of the information presented in Figures B. I4 and B. 15 suggests that the fol- 
lowing areas be investigated further: 

1 .  With the extensive resources required for the repair of Assembly A-7 (e.g., the 
variety of special test and support equipment, the necessity for a “clean room” facility 
for maintenance, the extensive amount of time required for the removal and replace- 
ment of CB-IA5, etc.), it may be feasible to identify Assembly A-7 as being nonre- 
pairable. In other words, the analyst should investigate the feasibility of whether the 
assemblies of Unit B should be classified as “repairable” or “discard at failure.” 

2. For Tasks 01 and 02, a “built-in test” capability exists at the organizational level 
for fault isolation to the Subsystem. However, fault isolation to the unit requires a spe- 
cial system tester (0-2310B), and it takes 25 minutes of testing plus a highly skilled 
(supervisory skill) individual to accomplish the function. In essence, one should in- 
vestigate the feasibility of extending the built-in test down to the unit level and elim- 
inate the need for the special system tester and the high-skill-level individual. 

3. The physical removal of Unit B from the system and its replacement takes 15 
minutes, which seems rather extensive. Although perhaps not a major item, it would 
be worthwhile investigating whether the removal/replacement time can be reduced 
(to less than 5 minutes, for example). 
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4. In Tasks 10 to 15, a special clean-room facility is required for maintenance. As- 
suming that the various assemblies of Unit B are repaired (versus being classified as 
“discard at failure”), then it would be worthwhile to investigate changing the design of 
these assemblies so that a clean-room environment is not required for maintenance. In 
other words, can the expensive maintenance facility requirement be eliminated? 

5 .  There is an apparent requirement for a number of new “special” test equipment/ 
tool items; that is, special system tester 0-23 IOB, special system tester 1-889101 1 -A, 
special system tester 1-889101 I-B, CB test set D-2252-A, special extractor tool 
EX20003-4, and special extractor tool EX45 1 12-63. Usually, these special items are 
limited as to general application for other systems and are expensive to acquire and 
maintain. Initially, one should investigate whether these items can be eliminated; if 
test equipmentltools are required, can standard items be utilized (in lieu of special 
items)? Moreover, if the various special testers are required, can they be integrated 
into a “single” requirement? In other words, can a single item be designed to replace 
the three special testers and the CB test set? Reducing the overall requirements for 
special test and support equipment is a major objective. 

6. For Task 09, there is a special handling container for the transportation of As- 
sembly A-7. This may impose a problem in terms of the availability of the container 
at the time and place of need. It would be preferable if normal packaging and han- 
dling methods could be utilized. 

7. For Task 14, the removal and replacement of CB-1A5 takes 40 minutes and re- 
quires a highly skilled individual to accomplish the maintenance task. Assuming that 
Assembly A-7 is repairable, it would be appropriate to simplify the circuit board re- 
moval/replacement procedure by incorporating plug-in components, or at least sim- 
plify the task to allow a person with a basic skill level to accomplish it.  

6.5 LEVEL-OF-REPAIR ANALYSIS (LORA) 

6.5.1 Definition of the Problem 

In the design of system components, one of the decision factors relates to the ques- 
tion, Should the component be designed to be “repairable,” or should it be designed 
to be “discarded” in the event of failure? If it is designed to be repairable, at what 
level of maintenance should the repair be accomplished? Although these questions 
can be applied to any component of the system (e.g., equipment, unit, assembly, 
module, and element of software), this case study applies to the design of Assembly 
A-I. This assembly is one of 15 assemblies in Unit B of System XYZ. The objective 
is to evaluate design alternatives for the assembly on the basis of economic criteria, 
as shown in Figure B.16. 

6.5.2 The Analysis Process 

The accomplishment of a level-of-repair analysis requires that the item being evalu- 
ated be presented in terms of a system operational requirement, a maintenance con- 
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cept, and a program plan. In this instance, it is assumed that System XYZ is installed 
in an aircraft. When a maintenance action is required, there is a built-in test capabil- 
ity within the aircraft that allows one to isolate the fault to Unit A, Unit B, or Unit C. 
The applicable unit is removed, replaced with a spare, and the faulty item is trans- 
ported to the intermediate-level maintenance shop for corrective maintenance. In the 
maintenance shop, fault isolation is accomplished within the unit to the assembly 
level. The faulty assembly is removed, replaced with a spare, and the unit is checked 
out and returned to the inventory as an operational spare. The basic question pertains 
to the disposition of the assembly. 

In approaching this problem, the first step is to accomplish a level-of-repair analy- 
sis on Assembly A-1 as an individual entity. Subsequently, the results of this part 
of the analysis have to be viewed in the context of the whole; that is, the results of 
similar analyses involving Assemblies A-2, A-3, . . . , and A-15, and the applicable 
assemblies of Unit A and Unit C. There is usually a feedback effect between the in- 
dividual assembly analysis, the unit-level analysis, and the overall maintenance con- 
cept for the system as a whole. 

For completing the level-of-repair analysis on Assembly A- 1 ,  the following infor- 
mation is provided: 

1. System XYZ is installed in each of 60 aircraft, which are distributed equally at 
five operating sites over an eight-year time period. System utilization is on the aver- 
age of 4 hours per day, and the total operating time for all systems is 452,600 hours. 

2. As stated earlier, System XYZ includes three units: Unit A, Unit B, and Unit 
C. Unit B includes 15 assemblies, one of which is Assembly A- I .  The estimated ac- 
quisition cost for Assembly A-1 (including design and development cost and produc- 
tion cost) is $1700 each if the assembly is designed to be repairable, and $ I600 each 
if the assembly is designed to be discarded at failure. The design for repairability con- 
siders the incorporation of diagnostic provisions, accessibility, internal labeling, and 
so on, which is apt to be more expensive in terms of design and production costs. 

3. The estimated failure rate (or corrective maintenance rate) of Assembly A- 1 is 
0.00045 failure per hour of system operation. When failures occur, repair is accom- 
plished by a single technician who is assigned for the duration of the allocated active 
maintenance time. The estimated corrective maintenance downtime ( k t )  is three 
hours. The loaded labor rate is $20 per labor hour for intermediate-level maintenance 
and $30 per labor hour for depot-level maintenance. 

4. Supply support includes three categories of cost: the cost of spare assemblies 
in inventory, the cost of spare components to enable the repair of faulty assemblies, 
and the cost of inventory management and maintenance. Assume that 5 spare assem- 
blies will be required in inventory when maintenance is accomplished at the inter- 
mediate level, and that 10 spare assemblies will be required when maintenance is ac- 
complished at the depot level. For component spares, assume that the average cost of 
material consumed per maintenance action is $50. The estimated cost of inventory 
maintenance is assumed to be 20% of the inventory value (the summation of the costs 
for assembly and component spares). 
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5 .  When assembly repair is accomplished, special test and support equipment 
is required for fault diagnosis and assembly checkout. The cost per test station is 
$12,000, which includes acquisition cost and amortized maintenance cost. This cost 
is that part of the total cost that is attributed to the maintenance requirement for As- 
sembly A- 1, and there are five test stations required for intermediate-level mainte- 
nance. 

6. Transportation and handling cost is considered as being negligible when main- 
tenance is accomplished at the intermediate level. However, assembly maintenance 
accomplished at the depot level will involve an extensive amount of transportation. 
For depot maintenance, assume $150 per 100 pounds per one-way trip (independent 
of distance), and that the packaged assembly weighs 20 pounds. 

7. The allocation for Assembly A-1 relative to maintenance facility cost is cate- 
gorized in terms of an initial fixed cost and a sustaining recurring cost proportional 
to facility utilization requirements. The initial fixed cost is $1000 per installation, and 
the assumed usage cost allocation is $1.00 per direct maintenance labor hour at the 
intermediate level and $1 S O  per direct labor hour at the depot level. 

8. Technical data and maintenance software requirements include the mainte- 
nance instructions to be included in the technical manuals to support assembly repair 
activities, and the failure reporting and maintenance data covering each maintenance 
action in the field. Assume that the cost for preparing and distributing maintenance 
instructions (and supporting computer software) is $1000, and that the cost for field 
maintenance data is $25 per maintenance action. 

9. There will be some initial formal training costs associated with maintenance 
personnel in considering the assembly repair option. Assume 30 student-days of for- 
mal training for the intermediate level of maintenance (for the five sites in total) and 
6 student-days for depot-level maintenance. The cost of training is $150 per student- 
day. The requirement for replenishment training as a result of attrition or turnover is 
considered as being negligible. 

10. As a result of maintenance, there will be a requirement for disposal and/or the 
recycling of material. The assumed disposal cost is $20 per assembly and $2 per com- 
ponent. 

The objective is to evaluate Assembly A-1 based on the information provided. 
Should Assembly A- 1 be designed for (1) repair at the intermediate level of mainte- 
nance, (2) repair at the depot level of maintenance, or (3) discard at failure? 

8.5.3 The Analysis Results 

Figure B. 16 presents a worksheet with the results from the evaluation of Assembly 
A-1. Based on the information shown, it is recommended that the assembly be re- 
paired at the depot level of maintenance. 

Prior to making a final decision, however, one should review the data in Figure 
B. 16 in terms of “high-cost” contributors and the sensitivities of various input factors. 
Some of the initial assumptions may have a great impact on the analysis results and, 
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perhaps, should be challenged. The analyst may also wish to review the source of pre- 
diction data covering reliability, maintainability, and some of the input cost factors. 

Given that the repair policy decision for Assembly A- 1 is verified in terms of its 
evaluation in an “isolated” sense (i.e., a decision has been made relative to the results 
of the individual analysis in Figure B.16), then it is essential that this decision be re- 
viewed in context with other assemblies of System XYZ and with the maintenance 
concept. Figure B. 17 reflects the results of individual level-of-repair analyses ac- 
complished for each of the major assemblies in Unit B. The same approach used for 
Assembly A- 1 is used for the evaluation of Assemblies A-2 through A- 15. 

As shown in Figure B. 17, there are two major choices: (1) Adopt the individual re- 
pair policy for each assembly (i.e., a “mixed” overall policy) and (2) adopt a uniform 
overall policy for all assemblies based on the lowest total policy cost (i.e., repair at 
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depot). Both options must be reviewed in terms of the feedback effects that occur, 
life-cycle cost implications, and associated risks. 

Figure B. 18 illustrates the basic process that has been discussed herein. There are 
many candidate items that can be evaluated in terms of repair-versus-discard deci- 
sions. Quite often, such decisions will be made based on “noneconomic” criteria. It 
may not be technically feasible to repair an item at the intermediate level. Safety cri- 
teria and/or the need for a specialized repair facility dictates that repair must be ac- 
complished at the depot level. The proprietary aspects of a product dictate that an 
item must be repaired at the producer’s facility (i.e., depot). The approach used in this 
example deals with those components for which economic evaluation is feasible. As 
shown in the figure, there are some decisions that may initially be clear-cut, and there 
are other decisions where a more in-depth analysis is required. 

B.6 DESIGN EVALUATION OF ALTERNATIVES 

B.6.1 Definition of the Problem 

Company DEF is responsible for the design and development of a major system, 
which, in turn, comprises a number of large subsystems. Subsystem XYZ is to be pro- 
cured from an outside supplier, and there are three different configurations being eval- 
uated for selection. Each of the configurations represents an existing design, with some 
redesign and additional development necessary to be compatible with the requirements 
for the new system. The evaluation criteria include various parameters, such as per- 
formance, operability, effectiveness, design characteristics, schedule, and cost. Both 
qualitative and quantitative considerations are covered in the evaluation process. 

8.6.2 The Analysis Process 

The analyst commences with the development of a list of evaluation parameters, as 
depicted in Figure B.19. In this instance, there is no single parameter (or figure of 
merit) that is appropriate by itself, but there are 11 factors that must be considered on 
an integrated basis. Given the evaluation parameters, the next step is to determine the 
level of importance of each. Quantitative weighting factors from 0 to 100 are assigned 
to each parameter in accordance with the degree of importance. The Delphi method, 
or an equivalent evaluation technique, may be used to establish the weighting factors. 
The sum of all weighting factors is 100. 

For each of the 1 1  parameters identified in Figure B.19, the analyst may wish to 
develop a special checklist including criteria against which to evaluate the three pro- 
posed configurations. For instance, the parameter “PERFORMANCE’ may be de- 
scribed in terms of degrees of desirability; that is, “highly desirable,” “desirable,” or 
“less desirable.” Although each configuration must comply with a minimum set of re- 
quirements, one may be more desirable than the next when looking at the proposed 
performance characteristics. In other words, the analyst should break down each eval- 
uation parameter into “levels of goodness.” 
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Figure B.19 Evaluation summary (three alternatives). 
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Each of the three proposed configurations of Subsystem XYZ is evaluated inde- 
pendently, using the special checklist criteria. Base rating values from 0 to 10 are ap- 
plied according to the degree of compatibility with the desired goals. If a “highly de- 
sirable” evaluation is realized, a rating of 10 is assigned. 

The base-rate values are multiplied by the weighting factors to obtain a score. The 
total score is then determined by adding the individual scores for each configuration. 
Because some redesign is required in each instance, a special derating factor is ap- 
plied to cover the risk associated with the failure to meet a given requirement. The re- 
sultant values from the evaluation are summarized in Figure B. 19. 

B.6.3 The Analysis Results 

In Figure B. 19, Configuration B represents the preferred approach, based on the high- 
est total score of 730 points. This configuration is recommended on the basis of its 
inherent features relating to performance, operability, effectiveness, design charac- 
teristics, design data, and so on. 
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